Receiver operating characteristic (ROC) curves summarise graphically the trade-off between sensitivity and specificity for diagnostic tests. We will describe how to interpret these graphs, but first we need to understand how we assess diagnostic test accuracy and why we are interested in these concepts of sensitivity and specificity.

Diagnostic tests diagnose whether a person has a particular disease or not. They vary in how well they perform. We start by considering what we call the gold standard; this tells us whether the person truly has the disease or not. The gold standard may be imperfect (that is a whole other area of research); but is the best test we have. For instance, histopathology might be considered the gold standard test for deciding if a person has cancer or not, or glycated haemoglobin (HbA1c) for testing for diabetes.

The diagnostic test that we want to estimate the accuracy of is compared to the gold standard test. For example, we may have a new (hypothetical) cancer test and we could take 100 people, some who have cancer and some who do not, and we would apply both the new cancer test and the gold standard of histopathology. We can group people into testing positive or negative with the new cancer test, versus which truly have cancer or not based on the gold standard. Table 1 shows the cross classification of people by the new test and gold standard. If the test is positive and they have cancer, this is a true positive result. If they test negative and do not have cancer, this is a true negative result. The new test may also give an incorrect result; if the test is positive but they do not have cancer, this is a false positive result and if the test is negative but they do have cancer, this is a false negative result. We can measure how many correct results there are by measuring the percentage correctly classified (the diagonal of the table): 100% x (45 + 40)/100 = 85%.

Table 1, i.e. anyone with an antigen level of 6 or more is considered to have cancer. 80% will test negative (and 20% will test positive). Sensitivity and specificity do not depend on the prevalence of the disease (in this example the prevalence is 50% as half have cancer and half do not) because they are estimated separately for those with cancer and those without cancer. Once there is a test result, the PPV and NPV are useful measures. The PPV estimates the percentage of people who have the disease out of all those who test positive, and similarly the NPV estimates the percentage of people who do not have the disease out of all who test negative. For our example, the PPV is: 100% x 45/55 = 81.8% and the NPV is: 100% x 40/45 = 88.9%. The PPV and NPV vary as the prevalence of disease changes, so are less useful as measures of test accuracy. For example, if the test were used in a different population with an increased prevalence, the PPV would increase and the NPV would decrease, but sensitivity and specificity would remain the same.

The example above assumes a binary test, i.e. the new diagnostic test provides a positive or negative result, but many tests have a continuous result and a threshold is needed to define whether a test is positive or negative. The cancer test may measure the level of an antigen in the blood, which can take on any value between 0 and 10. Table 2 shows how many people have different antigen levels (the new hypothetical test) and whether or not they had cancer based on the gold standard test.

There are four measures of interest: sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). Sensitivity measures the percentage of people who test positive out of all of those who truly have cancer. From Table 1, this is: 100% x 45/50 = 90%. Of all people who have cancer, the test will be positive for 90% of them (and negative for 10%). Specificity measures the percentage of people who test negative out of all of those who do not have cancer. From Table 1, this is: 100% x 40/50 = 80%. Of all people without cancer, 80% will test negative (and 20% will test positive). Sensitivity and specificity do not depend on the prevalence of the disease (in this example the prevalence is 50% as half have cancer and half do not) because they are estimated separately for those with cancer and those without cancer. Once there is a test result, the PPV and NPV are useful measures. The PPV estimates the percentage of people who have the disease out of all those who test positive, and similarly the NPV estimates the percentage of people who do not have the disease out of all who test negative. For our example, the PPV is: 100% x 45/55 = 81.8% and the NPV is: 100% x 40/45 = 88.9%. The PPV and NPV vary as the prevalence of disease changes, so are less useful as measures of test accuracy. For example, if the test were used in a different population with an increased prevalence, the PPV would increase and the NPV would decrease, but sensitivity and specificity would remain the same.
greater than or equal to 0 (where all people test positive), through to
greater than 10 (where all people test negative) and calculate the
sensitivity and specificity at each threshold. This is shown in Table 3.
We can see that as the threshold increases, sensitivity decreases and
specificity increases. Changing the threshold will always change one at
the expense of the other. It is not possible to increase both sensitivity
and specificity by altering the threshold.

Table 3: Sensitivity and specificity for each different test positivity
threshold.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&gt;= 0)</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>(&gt;= 1)</td>
<td>100</td>
<td>16</td>
</tr>
<tr>
<td>(&gt;= 2)</td>
<td>100</td>
<td>34</td>
</tr>
<tr>
<td>(&gt;= 3)</td>
<td>98</td>
<td>48</td>
</tr>
<tr>
<td>(&gt;= 4)</td>
<td>96</td>
<td>60</td>
</tr>
<tr>
<td>(&gt;= 5)</td>
<td>96</td>
<td>70</td>
</tr>
<tr>
<td>(&gt;= 6)</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>(&gt;= 7)</td>
<td>70</td>
<td>90</td>
</tr>
<tr>
<td>(&gt;= 8)</td>
<td>44</td>
<td>98</td>
</tr>
<tr>
<td>(&gt;= 9)</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>(&gt;= 10)</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>(&gt; 10)</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

The ROC curve plots sensitivity against 1-specificity to show this
trade off. Figure 1 shows the ROC curve for our example. The points
show the sensitivity and 1-specificity pairs from the different thresh-
olds (note the graph is showing proportions not percentage as we
have used previously, we use these interchangeably). The diagonal line
represents if we decided randomly whether the test was positive or
negative. Tests with poor accuracy will lie close to this line, while tests
with high accuracy will be heading towards the upper left corner. A
perfect test would have a sensitivity of 1 and a specificity of 1, which
would lie in the top left corner.

The area under this curve can tell us how well the test is discrimi-
nating between those with the disease and those without the disease.
A poor test lying on the diagonal line will have an area under the ROC
curve of 0.5; a perfect test will have an area of 1. Most tests will lie in
between. Our example cancer test has an area of 0.916, indicating it
has very good discrimination between cancer and non-cancer.

The ROC curve allows us to make decisions about where a thresh-
old might best be chosen. It is important to note that choosing a
threshold is a clinical decision based on whether sensitivity or specifi-
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